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. ABSTRACT ' -
- Whlle agreelng with psycholinguistic and )
- neurolinguistic theories that suggest that innate 1anguage-re1ated
cognitive structures are the basis of 1anguage development, the
author seeks to estanllsh what it is that is innate and what is meant
by innateness in the first place..The author congiders the claims of
—.psychological relevance made on behalf of Chomsky's transformational
model and outlines a neuropsychological framewoxk by which one could
consider déscriptions of genetically-determined cognitive-linguistic -~
processes existing as the product of the evolution of the hui:»
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- ABSTRACT S ,
The evidence in psycholinguistics end neurolinguistics clearly
§ suggests immate language related cognitive structures as the basis of
{ the child's ecquisition of language. However, there are two questions :
which remain unanswered in psycholinguistic theory: What is it that is .
; " innate? And what does innateness mean in the first place? Some psycho-
i - linguists have attempted to borrow an answer to the first question from
o the field of descriptive linguistics, taking at face value the informal
- ¢laims of psychological relevanceyhich Chomsky hes made for the trans-
formational grammar. Most psycho;ingui_st:_l.es theorizing has ignored the
second question. ‘ In this paper I briefly discuss the status 6f current
-§ innateness claims in transformational psycholinguistics and outline a
; . neuropsychological framework in terms of which one could consider des-
b criptiqns of genetically determined cognitive linguistic processes exist- ‘
, )0 ing as phe product of the evolution of the human nervous system.
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INWATRNESS CTATHS In’égxcHOLINGUIswxcsl

For many years s 8 controversy has eéxisted betweén ‘those who wish:-to.ex-
pla.m hmna.n cognition principal]y on the basis of learning from the énviron-
ment end those who posit irnste mechenisms which eliminate the need for ‘learn-
ing in certain domains:‘ Of course, a totally environmentalistic position is
logically untenable if only because there would be no éxplanation for the -
species-specific properties which distinguish Homo sapiens, both physically
a.nd,psyéhologica.liy,‘ from other animals. No one coﬁ_.ld deny the existence of
innate perceptual dqd motor equipment, or of reflexes and instincts which
shape some patterns of humsn behe.vibr. Biologisté, philosopi'iers, and psychc-
logists all agree that human beings are the product of the interaction of
nature and nurture, of genetic predisposition and sensory-motor experience,
The parting of the ways comes in the greater or. 1e_sser emphasis placed on
the relative iﬁflu_en;:e of genetypic versus environmental factors within the
 cognitive domain. The only cognitive concession of some 'anti-nativists' is
to grant different quantities of "non-specific intelligence" as the genctic
legacy of various species. On the other hand, the 'nativist' posits substan- .
tive aspects of human knowle#we and mental capabilities as present in the
newborn infant without the need for learning from sensory experience.

" Few ﬁspects of therna:t{zre-nurture controversy are more widely discussed
than the innate basis for the develogment of la.nguage by children. - In Bloom-
fieldian structuralism, linguists considered speaking to be a secondary utili-
zation of anatomical structures pos}e‘s_s_ing basic biological functions such as
breathing and eating.2 Language -wis seen as g purely cultural artifsct, on
a par with other socially transmitted systems ;Sf behavior. In behaviorist
psycho]ggy, the interest in "verbal behavior" led to an attempt to explain
the child's acquisition of langusge by the selective reinforcement of stimulus-
résponse associations witihou'é recourse to (unobservable) inte%p

ses at

1’.l'his paper is a révised vérsion of a talk entitled "The nativists are ge

ting restless," presented at the University of California, Santa Barbara /in
November, 1972. .

ZSee, for example, Sapir (1921). Notice also Lieberman (1968) whi gues
that the morphology of the human oral cavity and larynx is not optimal for
breathing and eating but in fact has been specialized evolutionarily to al-
low a wider range of controlled phonetic output.




|

-t sy

€% A CATE T e R Y 0T

[

e

e wam omas

e~

BRI g wie ny pqeane

all, whether or not innate. ‘' The S-R behaviorists reaectmn of language as
pﬁrt of human nature' was not _based on conclusions from emp1r1cal data
which; demonstra.ted thi&, but rather followed from tre & priori methodological
assun_n_ati_on that the goal of psychology is to describe publically observable

- macrobehavior. An intervening variable such as the central nervous system
y -

was 6nly seen to allow the formation of deterministic connections between in-
put sensory stimuli and the motor responses they elicit.- However, while
there was an a.utomatic temptation to reject nmatr :ness claims on methodologi-
cal and epistemological grounds, there would be no theore‘tgzca.l difficulties

"in behan iorists'; positing genetically controlled cortical "reflex arcs" for

cognitive processes such as language.. . . . a

There is no point in arguing that inpnate cogniture processes camnnot exist,
unless these a.rg'mnents are based on. empirical observation and experimentation
which ve.lidly lead to this conclusmn. Even if it becomes possible to tedch
English ‘o & chimpanzee or a computer, we would not be justified in drawing
conclusions regarding t’he;" status of innate, linguistically relevant stmc‘..
tures in human infants. The existencc of a non-nativistic explanation:tor a
particular aspeci: of behavior is insyfficient .dgmon_atra.tion that innate struc-
tures are in fact not involved for the humsn species. Thus, the fact that
turtles and garbage-disposals chew food without teeth “does not bedr d.irec.tly
or; the question of whether horses have: ‘teeth. The easiest way to find out

" about equine dentition would be to look into the horse's mouth (Irving Faz-

zola, personal commmication), and while the situaticn is pore complex with
respect to genetically determi.ned cognitive neurologica.l structures, it is
still true that the _xistence of immate.cognitive structures is an eppirical
issue to be resolved only by valid evidence for or s,gainst specific elaims.
Psycholinguists' observations of child 1anguage a.cquisition have revealed
regularities which are not expiicable on the basiggof .learning from the environ-
nent. Independent of t!ie particular language they hear and the culture they are
exposed to, normal children proceed through the same universal stages of lan-
guage acqulsition at approximately the same ages. For example, there is nothing
in the child's experience to accoumt for the univerca.lly observable two-word
Pivot-Open stage which is found at approximé.tel.w;' 'eighteen months. During this
stage, the child's utterances typically consist of two words (e.g., Allgone
Daddy), one of which is drdwn from a swall class of "pivot" words (c.g., allgone,
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here, my) and the: .other of which is drawn from a large class of 'open words
(e.g., book, table, Daddy,...). The data have led psycholinguists to.'the con-
clusion that the explanation for this and ma.mr' other developments must re.side
innately within the child., (See McNeill, 1970; Menyuk, 1971; Slobin, 1971;
Lenneberg; 1967). Confronted with the obvious question "What is it that is
innate?", many psycholinguists have borroﬁed thei_t* answer from the field of
descriptive linguistics in the form of t_ra.neformationp.l grammar. It is prima-
rily within this framework that specific formal irmateness claims have been
rade. The claims are open-ended in that they follow directly fron wtiatever
is-the. current view of +he nature of transfomationel grammar. New varietics
of the theory require corresponding modiflca.tion of -the set of innateness claims.
(For presentation and discussion of innateness elaims based on transfomatioml
grammar see Chomsky, 1968; Katz, 1966; McNeill, 1970. For 8 recent version of
the standa.rd theory see Chomsky, 1971. Yor .arlier versions see Chomsky, 1957;
Chomsky, 1964; Chomsky, 1965). Interestingly enough, the empirical evidence
used to establish these cl~ims does not come from psycholinguistics, psychology
or- biology. Ind'ependent neurolinguistic evidence has also been presented (Lemme-
berg, 1967; Whitaker, 1973 H Whitaker » 1971; Geschwind, 1972) but, beyond men-

tion in passing, this evidence has not been integrated into the forma}-ﬁ)e?reti-

cal concerns of psycholinguists. )

' Transformational psycholihguistg view ane of their basic goauls as explain-
ing how Chomslqr's-'f'theory_ot_‘éingtﬁstic competence" serves as the basis of "a

jtheory of Mughistic performance." With respect to child language acquisition,

the approach has often 1n§olved-recordj.ng speech production data at a given
time in the child's development, and constructing a transformational gramma¥ ™
which describes the "grammar"” which "underlies" this data. A comparison of this

. grammar with similarly derived grammars from later points in the same child's

development and a discussion of the various rule differences between the gra.m-
mars is taken to provide s:!.@iﬁcant ;insight into the psychologica.l processes
involved in first language acquisition (See, for example, Brown and Fraser,
1964; McNeill, 1970). Because of the highly structured innate "Language Acqui-
sition Device" attributed to the newborn infa.nt by transformativnal psycholin-
guists, the actual process of 1eamihg & language sppears a rather trivial mat.-
ter of ailowing linguistic data in the environment. to deductively phag specific
facts into innate 'blanks.' The validity of this approach to psycho! 1n£guisbic
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concerns depends on the more basic issue: Are theories within descriptive lin-
guistics, a.nd innateness claims constructed in terms of them appllcable to the
psychologist 's goal of describing cognitive processes'?

If we a.ttempt to evaluate the potential of transformational grammar for ex-
plaining language as b.vcogﬁ.tive process, we run up against a confusing tendency
to seesaw back and forth between technical discussion based on the formal meta-
theory and informal 'dlscussion‘ which deals with ps}chologicél processes by meta-

* phorical extensioﬂ.3 - For example, it is quite common to "loosely" extend the

formal notion syntactic deep structure phrase, ﬁarker, .and equate it with what-

ever psychological structm‘es a.nd processes actually underlie the production and

. comprehension of language.- Such terms as rule om.umax are used in an unsys-

tematically ambiguous way to refer to both ‘formally defined phrase structure
rules and to whatever unknown way in vhich people store a.nd process information
in long-tern memory. This is an unforbtmate habit, since it is precisely the
relevance of the formally deﬁne& constructs of a- transformational grammar to
these undefined psychological stmctares which must be established before trans-
formational grammar could be used to explain child language acquisition. An
enpf ically based formal description of language data does not necosaarily pro-
- vide an empin;lcal bu:ls for :lnformal discussion of internal cognitive processes.
Chomsky 's distinction between "competence"” and "performance“ and the imputed
status of transformational grammar as a "theory of linguistic competence” hes
provided. & smokescreen behind which cognitive claims are informally made, with-

. out the necessity of bo,cking them up with formally derived, empirics.lly veri-

fiable psychological consequences. As the term is used, a "theory of perfor-
mance” amounts to a transformstional grammar plus X, where X stands for what-
ever factors it would take to-give this grama.. relevance to the real world of
cognitive information processing. ¢

Lamendella (to appear) discusses the formal status of transformational
grammar while considering the general question of what would courit; as a des-
cription of internal cognitive processes and what would not. This question
was considered in terms of seven different frameworks, clted in Figure 1, cach
having its own goals, considering different evirlence, and «nding up with des-
criptions of different aspects of the same reality. ' A

3For discussion of the dangers of using formal notions metaphorically, see
Chomsky (1959).
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5 . 6 . .
(1) A behaviorai tm involves corpora of observrtions _of overt |
, L macrobehavior and the attempt to establish lists which give the associa.tmns S

: -among external states and events. Within linguistics , structuralism attempted
:\“ to record sentencés and describe them solely on the basis of macroempirical evi-
: dence. Thus, for example, the structural lingu:lst might have described the sen- )
tence Open the en the door! syntactically by decomposing it into a verb followed by a |

noun phrase which in turn consists of a determiner and a noun. This stryctural

\

“description was purported to be determined on the ‘basis of the distributional
ntences such as o

L e A
]

n '\'_‘\J::\‘?\’Q"F-’l"‘ﬂ‘;n' YT

similarities between gonstituents of this sentence and other se
Open a window! » Close the door!, etc. Within psy-hology, behaviorist., have con- )

’ - sidered the uttering of a sentence like Op_en the door! as thé stimulus which ell-

cits a 'door-opéning response.'. This- association is established because of a

s1gn1f1ca.nt temporally ordered correlation between thése two events. A com-

plete account of all possible human responses to all possible stlmuh vould
By explicit intent pngi a('tua.l

v s v o

v e

constitute a complete taxonomy of human behavior.

fact beha.noral taxonomies may not be taken as descript
cesses, but ra.ther as an enumeration of the associations among, nu ext {‘l"na.l. -

s

ions of intcrnﬁl pro-

orwes &

vents which result from internal processes. - ' .
(2) ‘Within the field of biology, the ana.tomist constructs descriptions

of hierarchically organized morphological conrponents as defined by material stb-
stances- -possessing spatial mtegrity and continuity. An ana.tomica.l description

of the nervous system cannot be co_nsiglered to explain cognitive processes, but

it ‘is relevant to our concerns here in two ways. First, this level of descrip:

tion. forms the fundamental basis for any imnateness claims inaémuch as it is —

. primarily anatomi‘co-histological structure which is controlled directly and in- -~
= <directly by genetic factors-during ontogeny Secondly, the nature of physio-
lo!;ical structures and processes, both innate a.nd acquired, follows from ana-

tom:lcel structure.

(3) It is the level of p&aiologgcal description which states the manner in
which static anatomical entities ﬁmction in microbehavior. Note that while

“all macro- end micro-events in the universe are viewabie at the same level of
subatomic particles, such reductionism would disallow the explena.tion of
physiological phenomena of interest to the biologist. Similarly, the explana-

' tion of the nervous system constructed by physiologists fails to explain cogni-
- tive processes at a level which is of interest to the psychologist. Cognitive

-
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processes represént a new topologica.l orge.nlze.tzon of physiologlca.l processes

on criteria which the physiologist as physiologist will never consider. Cog-
nitive inna.teness cla.ims, while clearly involving physiological functional
systems, require more than a physiological description for their explication.

The inotion of. "fupction" in physiological systems s inseparable from the
anatomical structires performing the behavior in questien. However, there is a
more general notion.of f‘unct:.on .which is divorced from phy31€al menifestation.
Consider the notion musetra,p_. Bcémething is a moucetrap 1f and only ir it ,
catches mice; the physical form it ta.kes ig irrelevant to its functional status.
(C£. Fodor, 1968: pp.Hi3-12.0 with- Iuria, 1966: pp. 23 -30) Similarly, there is
a class of information processing functions which ha.s been defined in the field :
of cybernetics involving such notions as _i_nmt_ device, memory store, matching
function, and so on. (See,.e.g., Singh, 1966)

(4) If we consider a:‘ human being as a (large) black box capable of re-

’ ceiving sensory input a.nd performing motor output, we -could attempt to construct

an automston which was the macrobehavioral functional equivalent of a human
being. Given a behaioral - ‘taxonomy which lieted all human input-output rela-
tions for a given domain, we might devise a robot whosq behavior was isomorphic
to the overt behavior of peeple. Such a- device I have ‘called o behavioral iso-
morphism model. Note that the only constraint on thé contents and internal _
workings of the robot is that its overt behavior be isomorphic to the overt be-
havior of the system being modeled. There 18, of course, no guarantee that the
interfial organization of the robot's- functional components would also be iso-
morphic to the actual organiZetion of human cognitive processes, and therefore,
models reaching only‘ behavioral isomorphism cannot be considered to describe
internal cognitive prbcessesz. Notice also that functional isomorph;lsm models *
may be constructed at any level of micro- or macrobehavior. Comput;ar simula-
tion models have been consﬁructéd of entire countries, economies, social groups,
individual neurons, and subatomic particles. (Borko, 1962; Dutton and Starbuck,
1971; Martin, 196§ Maisel end Gnugnoli, 1972; Reitman, 1971)

Within the field of psychology, there has developed a methodology for char-
acterizing cognitive processes es information processing functions and construct-
ing black box functional equivalence models. Ma.mr models of human visual and
auditory pattern recognition, problem-solving of various sorts, short and long-
term memory processing, learning and concept formation have been presented.

P
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\ (See Lindsay and Norman, 1972, Neisser, 1968; Reitman, 1965) The attempt is
made to go beyond behavioral 1somorphism by constructing automata whose inter-
nal organization is isomorphic to the actual information processing functions
which people employ. In addition to the facts from a macrobehavioral taxonony,
psychological isomorphism models utilize many other types of data, including
metadata from human sub,jects concerning the chronologica.l orderlng, organization,
and nature of the internal cognitive processes involve‘cl in part1cular classes
6f behavior. No claims are made regarding the’organization of the actual physio-
logical opera{ions which cohstitute the cognitive processes, since it is the ab-
stract black box notion of function which is invcived here. Nevertheless, this
is the first level of theorizing which in any way maybe cons:Ldered to describe
internal coglitive processes axid therefore to provd.de a va.lid theoretical frame-
work for the field of psycholinguistics. .The developmental psycholinguist
operating from tﬁis_pbint of view would in effect be attempting to 'build' en
sutomaton which was functionally equivalent to the child in all relevant~domains.
Those functional components which were détem:!.ned to be innate in the human

| sgecies would be 'wired in' ¢ . the automaton would be exposed to.the equivalent
of the environment in which a child develope., An adequate model would ‘acquire’

- -langua.ge, exhibiting external behavior and internal orgenization which was iso-
morphic to that of an actual child. ’ '

(6) Informally, it is quite coffion to talk about a transformational gram-
mar as though*it were a psychological'1somorphism model; as though transforma-
~ tional rules were psychologicel isomorphism ﬁmc‘bions‘ which. dynemically formed
gurface structures from underlying deep structures rather than what they are
formally: static, non-directional mappings between two sets of trees. As
Chomsky (1971) hes correctly pointed out, there are no processes defined in a
transformational grammar; no logical or chronological orderings such that first
one structure is defined-and then another. It is simply the case that the stan-
dard theory of transformatichal grammar describes the set of grammatical sen-
‘tences which ig taken to constitute the "language" by associating with each sen-
obJects: a Phcm;tic representation, a deep syntactic struc-
ture, a surface syntactic structure and a semantic representation,

tence four £

Insofar as
H goas bc\ynnd a behavioral taxonomy, a tranaformational grammar provides an
nbstrac.t characterization of relations among sentences.

i A relatively direct mathematical translation between an abstract, characteri-
zation and a psychological isomorphism model is possible. ansformational
grammar as a theoretical framework is either devoid chologieal import
or clearly wrong depending on whether or not this translation is performed.

It accounts f'or people's

3
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linguistic'lmbwledge only in the-same sense that the miltiplication tables
account for péople’s arithmetic knowledée.° Neither number theory nor trans-
formational grammar attempts to construct a functional equivalence model of
the cognitive structures which store information in ‘long-term memory.”

One may argue that':;nothixig more than an abstract characterization of
linguistic data 7is feasible at the present time, or that it is the most ges-
sonable first step to take, but the formal stending of the theory should be \

made clear and its value to psycholinguistics undsrstood. As an abstract
organizes facts which could be

characterization, a-transformational gr
ing psycholggical models. However,

= used as part of the evidence in const
transf_orn;ational. grammar itself is not) a psychological model. We must deny
-the basic assumption on which Choms}cy's‘ inngteness claims rest and, there-
fore, the cldims themselves are without psychologically valid emb_irical sup-

. .port. Thefield of psycholinguistics, as a bona fide branch of cognitive
psychology, ‘must look elsewhave for the answer to the question "What is

innatet". \ .
Unfortunately, not even o. psychological isomorphism model would suf-

fice to fully explaln language scquisition or provide an adequate framc-
work for considering the nature of "innate cognitive processes. One of the

Problems is that there are not enough constraints on abstract black box
modeling., At best this approach could develop a large class of models, ¢
al} of which had equivalent empirical consequences, but radically different
"internal structures, When such 'mode]; are discussed for language, there is

a tendm%y to posit gross black boxes such as Auditory Perception Component,

or Speech Qutput Component, with no wnstraints on their internal structire
beyond input-output isomorphism. (cf. Stevens and Halle, 1967) It is clear

on neu;:olipguistic grounds that any account of language comprehension and
language formilation which ignores the organization of* subsystems of speech
perception and speech production in this menner has little chance of coming
close to an adequaté description of the information processing opcrations

? For presentation of models of information processing in long-term memory
ou such models see Lindsay and ‘.

and discussion of some of the constraints
Norman (1970), Adams (1969), Kleinmuntz (1967), Pribrem

] Norman (1972),
o (1971), Pribram (1969), Tulving and Donaldson (1972), Minsky (1968).
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actually employed by iweoplel . If we make our black boxes more specific, it )
becomes pointless or evén impossible to ignore neurophysiological processes,
glven the goal of descrjbing coe‘nitive a.ctivity. 1

(7) The processes invol%d language are not disembodied functional
notions; they are realized in theiauén nervous system. Innate cognitive
structures exist only a8 aspects of meurophysiologica.l development. If we
hope to understa.nd humsan 1anguage and the psychological capacitié&s on which it
rests, we mst first ask vhat it is, as it actually exists. What is needed (J
in order to fully explicate ifinate cognitive structure is a gsxchomneal
somoghism model; a model which shows how the physiological fzmctions of
the nervous system form -the basis of the cognitively releVant swoset of in-

formation processing functions. ) The development of such a model should be

the prime goal of psycholmguistlc theorizing.

If we established a valid first order.set of-"sqbs_tani;ive linguistic

.universals," no natter which linguistic fremework they-were described in

terms of, most likely for some subset it -is*reasonable to turn to innate
structures as the cause. Since norma.l members of the human species have

essentially the same articulatory-motor equipment and the same.. auditory

'perceptual equipment and since there is clear evidence that this equip-
‘ment and associated neure.l gtructures have been modified in the evolutionary

process to accomodate a vocal conpxﬂnicat‘ion system, it should come ag no sur-
prise that there are many apsects of phonetic output and phonological systems

 which are found universally. The more difficult ;;:ueqtions have to do- with

syntactic and semantic universals. Not everyone is willing to grant that

himan neurological équipment has- become swecialized to include innate lin-
guistic knowledge. "Whatever one's position on this matter, it is unreason-
able to ajsume that subst#itive wniversal aspects of language data can only
be explained es the result of bullt-in linguistic knowledge in the long-
term memory of newborn inﬁnts. In the first place, as Nagel (1969) points

out, "it does not follow- ths,t every innate capacity to E_Quire knowledge

must itself be an mstagce of knowledge." In the second place, it is open
to question how many substentive linguistic universals are due to inmate =
linguistic structures per se, versus innate or acquired more general -cogni -

tive capacities. This has become an issue of major importance in the field
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Slok'n (1971) presents an extremely interesting discussio of "operating
principles" (cf. the "perceptual strategies" of Fodor, Gerrett, and Bever,

: 1968) which seem to underlie many of the observed universals of child language
development and linguistic cha.ng;. "Even transformational psycholinguists
grant that general sensory-motor and conceptual learning strategies interact
with formal substantive linguistic universals (ef. McNeill, 1970). Neverthe-
less, the attempt to establish the innate causes for the existence of linguis-
tic universals has been hsmpered by .+ + 1y misleading notion of "innate-
) ness" a.n'd, for some scholars at least, vy taking at face value Chomsky's in-
formal claims regarding the relevance of tra:nsforma.tional grammar to psycho-
linguistic concerns.

As we try to relate innateness claims in psycholinguistics to, a cogni-
tive neuropsychological framework, one of the Pirst things we notice is the
vague way of réferrirg to "ca,pa.citi.es " or "principles" being present at
birth. This is misleuding since the particular dey a child happens to be
born has no special significance for innateness claims. Beforve tirth, there
is hoth sensory experience and motor activity, hence the possibility of
learning. (Carmichael, 1963; Gottlieb, 1970) - Also, there is genetically
controlsed development of neural structures even beyond the time of puberty,
80 that the day of birth is not a iangimark.-with respect to the contribution
of 'mature.' If we wish to preserve the term "innate", we must consider 1t
an etymologically inent wﬁf referring to the presence of genetic factors
in the fertilifed ovum which will determine the response of the individual
to the environment in which development takes place. The only sense in which
cognitive structures are present at birth is the same sense in which the
30th floor of a skyscraper is present as the workers are constructing the 5th
floor. The 30th floor is not present &s a "capacity" or "principle" of the
partially built skyscraper. It is not simply the case that the 3@1 floor
requires "stimilation from" or "interactior with" the environment in order
to be "overtly manifested.” From most points of view, it 13 not there yet.

When we discuss innate structures we are necessarily referring to the
genotype of 1ndividuals since the human species has no existence apart from
the set of individuals which make it up. The fact that the genotype con-

"tains idiosyncratic as well as specles~general characteristics 1s si;nirieunt
in considering innateness claims since the process of natural selecticn operates
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on idiosyneratic features in such a way that new species-general character-
istics and eventually new species develop from the progeny of particular
individuals. If the genetic material of all members of the human species
has been specilaized to determine the development of the same linguistically
relevant neural structures, presumsbly this is the evolutionary result of
a genotypic idiosyncracy of some ancestral individusl or group of individuals.
Nonetheless, the genetic material of human beings continues to manifest some
homologous traits shared with vertebrates, others with mammals, some with
all primates, and still others with extinect hominid species. The current
cognitive nature of Homo sapiens may be viewed as the result of continued
neurobiological specialization in the direction of more abstract and complex
infbrmatioﬁaprocessing capabi;ities and away from adaptation to a narrow
ecological. niche. .

One of the basic assumptions of most fields which study human beings
is that the genetic material of all races and ethnic groups leads to iden-
ticul neuropsychological equipment. Among psycholinguists, this belief is
maenifested in the comﬁonky made observation that any human infant can grow
up a native speaker of any language. psycholinguistic theory, {his be-
lief leads to the search for lipguistiiiL
which became 'wired in' during the process of evolution.

ly relevant cognitive structures

The ancestors of Homo sapiéns diverged from other Hominoidae at 80
early a date that in all 1likelihood, common origin accounts for only the
lowest order cognitive capabilities shared with other dving species. Unfor-
tunately, none of our near relat have survived down to the present time
and the closest living primate sﬁecies, the chimpenzee, is qualitatively and
quantitatively quite far removed in terms of cognitive capacity. This makes
comparative phylogenetic evidence for the evolution of human cognitive abil-
ities hard to come by. For exﬁmple, the existence in many ﬂiverée gpecies

of innate communication systems cannot be viewed as giving direct evidence

of primitive stages of human language for reasons discussed in Lenneberg .
(1967) (ppe 227-239). Nevertheless, it is instructive that the vocsl call

systems of existing primates, including humans, involve homologous, bilat-

erally répresented neural structures involving the sub-cortical limbic sys-

tem which mediates the expression and modulation of emotions (see Robinson,

1972; WhiteXer, 1973). It is only in the human species that further
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evolutionary development has led to lateralized cortical systems which assume
control over linguistic information processing at some jpoint in ontogenetic
developuent. .

While we have only indirect evidence of the linguistic and other cogni-
tive capabilities of the early hominids, it is certain that the human specles
evolved from one or more groups of early hominids who did not share our cog-
nitive equipment. The point. at which we would agree to date the transition
from pre-human to human depends to a large extert on the criteria which we
choose. The beginnings of premeditated 'cultural' tool manufacture had oc-
curred at least by the time of australopithecine subspecies 1,750,000 years

! _ ago (Tobias, 1971; Pfeiffer, 1972). From peleo-neurological evidence we
_know that ‘althougl} the brain of the australopithecines was not larger than
. that of the modeﬁi“gdrilla., it had a more 'advenced' organization than any
modern non-hwman primate (Holloway, 1966). However, it is also clear that
‘ Australopithgcus was not anatomically eguipped to articulate human speech
; and we have no direct way of knowing what sort of communication system was
; employed in this early Pleistocene tool 'culture.' .Sigrx.Lficmnt, s the
; fact; that the drastic and distincitive elaboration of the human nervous sys-
tem took place after this time and, in the context of a rapidly developing
' cultural mode of adaptation.
i The .specialization of one cerebral hemisphere for functions not per-
formed by the opposite hemisphere is one of the neural hallmarks of human
cognitive and linguistic systems., Among mammals, only humans exhibit cere-
bral lateralization of e.mr sort and the general preference for the use of
one hand. The fact that fourteen out of firteen babéons killed with fron-
tal blows by Australopithecus were killed with right-handed blows (Birdsell,
: 1971) provides the first inkling of such a preference and, even if this was
- : merely e cultural tralition indicates that our ancestors 2,000,000 years
. ago were on the read to the innately determined lateralization of function
vhich we find in Homo sapiems, The majority of stone tools found in the
. deposits at Choﬁkoutien were chipped by right-handed members of the specles
; Homo erectus approximately 500,000 years ago (Oakley, 1972) but it is not
known whether by this time this preference had become innate. The speciali-

s
4
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zation of the left cerebral hemisphere for many important ianguage functions
has evidently existed long enough for anatomical differentiation between the
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two hemispheres to take place. Geschwind and Levitsky (1968) and Wade
(19 ) have shown the existence of left-right asymmetiries between the tam-
poral speech regions of the two hemlspheres for modern Homo supiens. Wada
(19 ) has further shown these differences to be present in newborn infants.
In a reconstruction from the fossil evidence, Lieberman and Crelin
(1971) characterized the vocal tract of Neanderthal Men, a closely related
"cousin" of Homo sapiens who lived from apﬁioximately 120,000 to approxi-
mately 40,000 years ago. It was determined that "classical" Neanderthal
was equipped to produce a significantly different and limited range of
phonetic output as compared with modern adulf Homo sapiens. ‘It should be
noted that thishguestion has no bearing on the possitility that Neanderthal
had a relativelyﬁéomplex communication system of some sort but the overtspro-
Quet of this system could not have resembled human speech and, if it was vo--
cal, would have been limited to a relatively small repetoire of phonological

oppositions. .
It is not unreascnable to hypothesize on anatomical and cultural evi-

dence that Cro -magnon Mai, did possess truly human cognitive capebilities
40,000 years‘ago, and, perhaps, human speech -and language. (ef. Ueertz, 1962:
Marshack, 1972). Actuslly, we may assume with certeinty that these cupabll-
ities must have evolved sometime before 30,000 50,000" years ago since by
this time the races frund in modern.Homo sapiens had evolved and been estab-
lished in separate localities as isolated gene pools. By 25,000 - 30,000
years ago the ances:ors of the American Indians had crossed over into North
America (See Macgowan and Hester, 1962) and the ancestors of the Australian
Aboriginies had entered Australia (Mulvaney, 1966)s Given the desire to
maintain the hypothesis of the psychological unity of the humen species, the
most reasonable assumption is that there has been no significant evolution
of innate cognitive structures, but only the development of more complex
cultural traditions since that time. This position obliges one to also as-
sume thet any innate linguistic sthuctures would have had to be already
established and that, at least in the past 30,006 or 8o years, languagus
have become nelther more complex nor different due to genetic factors. Any
new qualitatlve or quantitative differences due to cultural and social fac-
tors cannot yet have become incorporated into the common genetic material

of our species.
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Granting that the human nervous system and hqman cognifive capacities
have had a long evolutionary history involving cumulatively more complex,
‘higher' stages, is this also true of hﬁman language? Has thig system of i
vocal symbols evolved in human culture from more humble 'animal-like' begir.-
nings, or did it arise spontaneously in all its complexity? -Barring divine,
or at & minimum extraterrestrial intervention, this latter possibility seems
unlikely. While some linguists and anthropologists get uneasy discussing
the primitive beginnings of language, it must have begun at one or more par-
ticular times and plades, developing gradually over a long period of ti
from a 1imited'repetoire of emotion-laden calls to its p?esent level of com-
plexity. The fact that we have little evidence of how this evolution took
place, is irreleVant to our conclusion that it must have happened: Specu-
lation on the nature of the stages of language evolution may prove unveri-
fiable except in‘principle, but the conclusion that therefore this evolﬁ-
tion could not have happened, would be a non sequitur.

An important issue.for innateness claims is whether our species first _
developed its current psychological equipment and only then began to develop
language, or whether the stages in human cultural 3hd_neurobiological evolu-
tion went hand in hgnd, each having a causal influence on the other. Miose
who consider cﬁitural evolution a to%ally distinet phenomenon from biologi-
cal evolution fail to take account of the fact that acquired cultural know-
ledge exists as network structures in the nervous system. Granting that
neural structures developed ontogenetically cannot ﬁodify the genetic make-
up of the next generation, there is certainly a natural selective value in .
increased communicative efficiency between membefs of a social group whichhﬁ‘\\\"“d//
depends on the group as the mode of adaptation.6 Those individusls who had
the kind of nervous systenm whichsfacilitated the learning of these social
communication skills at appropriate stages of waturation would be more likely
to be established as an isolated gene pool and to reproduce more successfully
than their less verbal echorts. Not only universal aspects of overt language

#

S

6Notice that the existence in go many diverse animal spucies of innately
determined communication systems does provide ample evidence that neural
structures relating to communication systems are frequently (i indepen-
dently) the object of natural selection during evolutiou.
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ehavior, but the evidence from physical and cultural anthropology, human

al-pharyngeal morphology, and the organization of the central nervous sys-
tem\ prove that in fact such an evolutionary specialization must have taken
plage (cf. D'Aquili, 1972). What results is a picture of mutually suppor-
tiye interaction between cultural and biological evolution in the develop-
ment of a complex species-specific linguistic system based on inmate cogni-
tive processes. )

_ Nevertheless, the seriousness of our claim that cognitive aspects of *

human communication systems are immate will depend inf part on our ability
to formally define-what we mean by the term "cognitive process." While this
expression is currently being used in many different ways, it is perhaps
best used to informally refer to ﬁemphysio}.ogical systems with information

processing functions of specified sorts, whether or not we -can become con-

: ' sciouély aware of them. Thus, all aspects of the information processing

involved in problem solving, learning, remembering, reasoning, attention
and gwareness, thinkihg, language comprehension, language formulation, and
so on, may be viewed as "cognitive" even though our conscious awarencis ex-
tends to only limited aspects and levels of all of these processes.

The explanatio}x of cognitive processes is not .to be found in the gross
anatomy of the human brain: its size, configuration, or the extent of cor-
tical convolutions. Neither histologlical structure nor physiological pro-
cesses per se explain psychological processes any more than computer hard-
ware could e}épiain the real world utility of computer software. The most
reasonable neuropsychological assumption is that cognitive processes exist

diffusely over cortical and subcortical physiologicel functional systems as

Cybernetic theory has shown how information processing

network phenomena.
xmgins for the cog-

functions may be embodied by network structures ané °
nitive psycholc,gist to formally explain how neurophyc. ..ogical {unctional

systems embotlv neural network phenomena with cognitive information proces-

sing m\ctions.7
As we consider the various types of nervous systems found in the animadl.

"Lemendella end Storer (to appear) takes s step in this direction by defin-
ing a cybernetic theory of neural systems whose formal neurons have valid

anatomic and physiological properties.
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kingdom, the e"volution of the human nervous systhfl, ‘and the embryological

development of tt_xe‘ human brain, we find tha:t thie -level of cognitive function-

iné corresponds to the extent to which there exist systems of neural integra-
tion. In the lowest order mervous systems, we find strictly local ccntrol

of input and output functions, as well as stereotyped responses to a limited

class of stimali. Both the phylogenetic and ontogenetic development of
higher order nervous? systems involve in part the transfer of control processes
to increasingly higher levels of organization which receive input and send

,output to a wider and wider range of subsystems.

h complicating factor in our understanding of neuropsychological pro-
cesses is that as higher systems are developed_ in evolution, the old struc-

7 tures continue to e:.cist, function as a system for a time during ontogceny,
and then turn over only some part of their original functions to thc higher
sSrstems. A superceded system maintains partial responsibility i;nr the con-
trol of systems lower than itself in s way which makes the correlation of
anatomical. structure and cognitive funci'.ion very difficult to ascertain.

It is in this sense that a given cognitive process may be difiusely distrib-

uted not only over various cortical regions, but up and down the entire ner-

-

vous system.
The genetic material determines the response of the individual to the

environment in which development takes place and it is ultimately the gene-
tic material which provides the impetus for the change to each successive

stage until the nervous system is mature and the full range of species-

general capsbilities is present. The actual mechanisms by which neural

maturacion is controlled need not concern us here (for a good overall intgo-
duction to developmental neurobiolog,, see Jacobsoh, 1970; for an introduc
tion to genetics, see, e.g., Burns, 1972) . However, in formulating innate-
ness claims it is important to consider exactly what it is which may be con-
trolled since this gets the psychophysical limits on what may be posited as
innate. We might give the following classification of those (relevant)
neural structures and processes whose development in humans is trigg.;ered

according to an imnate developmental schedule:

CELLULAR : _
1. mitosis Production of neurons by the cellular division of v
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neuroblasts. Ceases toward the end of the first postnatal year
when almost the full complement of neurons is present.

2. differentiation Development of the various types of neurons.
Differences are in intracellular structure, size and shape of
cell body, shape and extent of axonal and dendritic cell pro-
cesses, and the number, location, and type of pre-synaptic junc-
tions. Such differences have major ramifications for the phy-
siological functioning of cell types.

SYSTEMIC

1. connected systems Individual neurons uf particular types are
organized into functional systems of specified nature, extent,
‘and location. Within the system dendritic and axonal connec-

- tivity is both ergodic and determined.

2. metasystems Tne establishment of systems of neurons which
interconnect ard integrate the functions of other systems and
in so doing, crastitute metasystems with epifunctional signi-
ficance. '

”~

3. lateralization The differential specializatior of correspond-
ing cortical vegions of opposite hemispheres for one or another
function. tne hemisphere, usually the left, is "dominant" for
important espects of language processing.

.- 4. myelinizstion ‘he laying down of insulating myelin sheaths
around the axons of specified neural systems. In gencral, pro-
ceeds chronologically from the lowest ordcr sensory und motor
systems to the higher order metasystems beginning at upproxi -
mately the time the systems become capable of functioning.
Mostly completed at puberty when the corpus callosum commissural
fibers become myelinated.
The period of maturation of the human nervous system may be dated from
approxivately the second week after fertilizaticu, when the ncural groove
is first inlicated on the surface of the embryonic dise , until the time of
puberty when the genetically determined species-general development i: as-
sumed to be fully played out. The field of developmental anatomy has char-
acterized especially the first ten months of neural development in grea't', de-
tail, and the general patterns of histo!ogfcal development and morphogenesis
are clear (cf. Arey, 1965; Marshall, 1968; Conel, 1939-1967). When physio-
logical systems are established by cellular differentiation and migration,
intrasystemic synaptic connectlions between individual newrons are due, in
part, Lo aceldents ot phyalenl proximity and are only partially developed

at birth. In order for normul development of arborization of dendrifes snd
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-axons, and the growth of the axonal process to establish new intercommections,
there must be normsl patterns of sensory input and motor output at every de-
velopmental stage. Notice, however, that in terms of specific neuron-neuron
connections, the individual is in the position of a typist given a typewriter
with & blank keyboard and the task of finding out which key will camsc which
letter to be typed. For example, in learning hand-eye coordination, cven with
innately given systems and systems' relations , the infant is initially una-
ware of the connections between a particula.r voluntary motor‘im;mlse which
causes the am to mové,-a.nd the locatio:: of an object in.the visual field..
After a great deal of trial and error, the iafant is able to establizh the
‘neural code which specifies which sort o:’ imy-ilses will send the hand where.
_ As the result of evolutionary specialization, certain inter- and intra-
systemic neuron-neuron connections are i-mately determined. The reflex arc
is the lowest order innate'neura.l connection end characteristically involves .
a full circle of connections between sensory receptors and motor effectors
without recourse to higher levels of control. For lower order nervous'syu-
tems, reflex connections are extensive but their lmportance in the overall
behavioral repetoire of animals diminishes as one movés up the phylogenetic
scale. In human beings, even the simplest reflex network such as the patel-
lar knee-jerk reflex involves comnections to.cortical regions. Higher order
human reflexes involve cross-modal sensory-motor interaction as in the re-
flex which turns the head toward the source of a loud sudden noise 'in order
to bring the sound source into the visual field. By definition, even the
most complex reflex arc involves particular sensory input stimuli which lead
directly to a response in specified miscle Grours.

Inétincts represent a qualitatively different sort of imnate structure
since what is determined is the implementation of a complex behavior pattern
on the ;Da.sis of the (conceptual) recognition of some state or cvent in the
“"environment.a The entire existence of some species, such as bees, is orgun-
ized around a series of instinctual behavior patterns, but, like retlexes,

y

Here, "imprinting" is taken to be a specific type of instinct with the em-
phasis on the recognition component and the attachment of an innate be-
havior pattern to a particular individual. See, ¢.g., Salzen, (190);
Gottlieb (1971). cf. also the “attachment behavior" of human infants, dis-
cussed in Bowlby (1969).
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these innate neural structures also become less important in higher order
nervous systems. While it is possible to observe many instinetual behavior
patterns in newborn inPants and young children, in older humans most insiincis
become subject to léa;'ning and voluntary control as part of th¢ peneral de-
velopnental trend of shifting control ﬁmctic;ns to higher systcms as they
come into existemce. Instinctual behavior is often only a remant of the
history. of the spe‘cies., and may disappear entirely in later stages of neural
maturation. Because ‘t'.heyw involve conceptual recognition and goal-directed
behavior of a relatively abstract sort, instincts occupy an intermediate
position between o'bviousiy non-cogniti\.re neural networks such as the knee-
Jjerk reflex and obviously cognifive activity such as linguistic communica-
tion. Instincts share with higher order cognitive processes djffuse net-
work repi'egentation as a new tol')ologica.l organiza.tion of neural‘ systemy.

s

During the maturation process, innate reflexes, instinct:;,mand cogni-
tive structures exist at various stages and levels of neural organization.
They interact with the acquisition of non-innate neural structures at each
stage on the basis of 'normal' sensory stimulation and motor experience.
How this ha.ppens for a given cognitive process such.’ag langusge is unkuown
at présent, but it is clear that the situation is too complex to view onto-
genetic maturation only in terms of a straight line development towurd the
"goal" of the adult nervous system. A given developmentel stage may be a
necessary prerequisite for the succeeding stage only because this is the
way neursl development has been buili; into the genetic blueprint during
..evolution. The existence in modern Homo sapiens of more than a hundred
vestigal organs illustrates the reluctance of :kL¢ evolutionary process to
discard a development entirely, (Arey, 1965: p.8) Changes according to an
innate developmental schedule anticipate future environmengs and necds,
while simdtaneously manifesting a modified recapitulatio; ;)f the hiatory
of the species.

Pylcgenetic recapitulation is involved in developmental stages not
Just . vefore bifth, but. during the entire period of genetically controlled
maturation. Much of human neural development tekes place only after the
infant leaves the carefully controlled uterine enviromment, but this merely
changes the quality of the environment, not the nature of the maturational
process. Thus, for example, newborn infants have the temporary ability to

-
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support their own weight when suspended, possibly as a reflect:-n of an an-
cestral stage when pre-hominid infants clung to their mother's fur immedi-
ately after birth. More germane hé¥e is that children begin producing
pﬁonetic and phonological distinctions in an order which results from the
maturational schedule of the nervous system. This latter, in turn, reflects
evolutionary stages in the development of the species. The newborn humen
infant is incapable of articulating human speech sounds both because of an
anatomcally more 'primitive' vocal tract (cf. LiebéPman, 1968; Lieberman
and Crelin, 1971) and because of the immature state of the cortical motor
systems which will later be involved in initiating complex instructions to
the muscles of the vocal tract (Marshall, 1968; Conel, 1939-19G7). The ini-
tial stages of infant vocalizatiqg;: are due most probably to thc phylogenet-
ically older limbic system homoﬂ]?;gbus among primates.

It has been commonly observed in the psycholinguistic literature that
during the prelinguistic "babbling" stage (roughly from the fourth to ihe
twelfth months) there is a characteristic sequence of consonant production
from back consonants in the early parts of the babbling stage, to front con-
sonants occurring more frequently in the later parts of this stuge. Psycho-
linguists operating from an abstract characterizetion framework have no hope
of going beyond these observations to an explaphtion of why this sequence
should be found. This is because the sequence directly reflects observed
stages in the maturation of the areas of the  primary motor coru.x which con-
tain the motor-homunculus projection of the vocal tract (the lowcr por tion
of the precentral gyrus; see Drachman, 1970; Sloan, 1967; Ehlinger, 1971;
and Whiteker, 1973). The overt bebavior of the chiid during the babbling
stage, therefbre s> is the external manifestation of the ohild's—d.%velopir;
abilities to produce controlled articulations based on a maturing motor
c/o?c"ex and the changing anatomy of the vocal tract.

The post-babbling stage, during which a true phonological system be- .
gins to underlie articulations, kas also been observed to involve a char-
acteristic sequence of consonantal development, but this time fron}r front to
back. Jakobson and Helle (1956) abstractly characterized this sequence in
terms of a series of hierarchically structured feature oppositions. low-
ever, the reason why this sequence is observed in overt behavior lice in ihe
stages of development of the secondary cortical motor arvas, in particular

i
{
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Broca's Area, the motor speech cortex (the foot of the inferidr frontal
gyrus), which begins maturing at about twelve months postnatally - The re-

versed order in which consonants develop during this period compared with the

¥

babbling stage is explicable since the cortical projection of the vocal tract
onto Broca's Area is the mirror image of that on the primary motor cortex.
The different times at which these two cortical motor systems mature «xplains
why a child who has no difficulty articulating velar stops as part of a non-
linguistic vocalization may not be able to utter velar stops as part of a

,
9
i
4

linguistid\utterance. In later stages of ontogecnetic devéiopment,.the secon-
dary motor cortex may 'take over' in such a way that even a conscious attempt

1
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to imitate noises or foreign sounds may be mediated through the phonological
system of the speaker's native language.

. . Notice that these posinatal ontogenetic developmental sequences are not
only innately determined but arise from neural maturation which recapitulates
the phylogenetic history of the humag species. Language acquisition can only
be explained in this context since there is no independent cause for the exis-
tence of this succession of synchronically observable stages. Too often,
one gets the impression that psyzholinguists consider it sufficient to "ox-
plain” the existence of a stage b by saying that it "arises out of" the pre-
vious stage a. In fact, it may be a mistake to consider early stuges of
child language to be causally involved as the cumulative baely of succcsusive

; stages. This is clearly seen in phonological development but it may be that

' even the more 'cognitive' naming stage, holophrastic stage or pivot-open

stage arc merely vestigal phylogenetic recapitulations which exist, operate

for a time, and then are sioughed off just as many other structures of neuro-
maturational development. This is precisely the sort of ontogenetic manifes-
tation one might expect to occur given that languagé has been built into the.

human nervous system through discrete evolutionary stages. Of course, this
sort of spéculation must be tempered with the realization that ontogeny does
not litérally recapitulate phylogeny. (ef., Atz, 1970) Crawling is an in-
nate developmental stage which precedes walking, and is actually a modified
remnant of the means of locomotion of an ancestor who did not have bipedal
galt. Lt would be wrong to automatically assume lhe cxlstence of an mncestral

Howw eravlensis., 1t would also be wrong to ask how the chlld Lenrng Lhie more eome

a3
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plex sklll of walking based on the wmolor schemata involved in crawling, because

there 1s no connection hetween thesc Lwo, motor skills apart from the stages of the -
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maturation of the nervous system. Similarly, while there may 6r may not
have existed a species of hominid whose communication system was identical
to the child's pivot-open stage, it may be useless for psycholinguists to
attempt to show how the pivot-cpen stage forms the basis of the later,
more "elaborated" stages. The system underlying the pivot-open stage might
be totally discarded at the appropriate point in neural maturation and a new
innate (or non-innate) system come into existence.

At some point‘in-the development of the irlividual, the sequence of
innate stages is played out and further learning is a function of phenotypic
and environmenéal factors with widely different results for different in-

_dividuals and different environments. When this point arrives is perhaps

the major bone of contention between the "nativists" and the "anti-nativists."
Whatever the case at the pre;ent time, since cognitive evolution has not
stoppg,,@, it may well happen that in the far distant future more and more as-
pects of linguistic communication, including aspects of reading and writing,
or even of a particular language, mey become part of the genetic endowment

of Homo sapiens supersapiens.

In any event, it is certain that the child approaches the language
learning task not once, but several times; not with just one set of innate
structufes, but rather a succession of them corresponding to developmental
stages of human neuropsychological equipment. It must be remembered that
between one developmertal stage and the next, in a very real sense there
arises a different 'animal' with a different type of nervous system, differ-
ent cognitive capabilities, and a different conceptual view of the world.

As each new stage appears, the language data in the environment is recast

in terms of new cognitiveaeapacities and perhaps new innate language learning
strategies. Any innateness claims formulated in psycholinguistics which

fail to take these facts 1nto account will elso fall to be correct.

There is a tendency among psycholinguiats to consider so-called "bio-
1ogica:1 factors"‘s sfmeth&ng interesting, worthy of mention in passix:g,. but
basically foreign to their concerns. Insofar as a psycholinguist secks only
a taxonomy of external speech behavior or an abstract characterization of
language facts, this view is perhaps defensible. For cognitivo‘psychS\ogiats
interested in explaining cognition there is no way to avoid considering these
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"biological factors" since they include the cognitive processes whose expli-
cation is being ‘sought. For cognitive psycholinguists seeking to explair
child language acquisition, theré is no way to avoid considering lan_g'unge
acquisition as one aspect ‘of general éog,nitive neuropsychological devélopment.

Pid order to adequdte]y answer the question "What is innate?" our theoretical

framework must be neuropsychological since it is only from this vi,.ew‘;oint
that the linguistie, psyckfolinguistic, and neurolinguistic data can be inte-
grated into an adequate formal aécoupt of the irnate strugtures‘whic}'i under-
lie the acquisition of lar~usge. ’
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